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Abstract — Opinion Mining is the field of computational study of people’s emotional behavior expressed in
text. The purpose of this article is to introduce anew framework for characterization of the groups &
emotions extracted from tweet data. In contrast tosupervised learning, the problem of clustering
characterization in the context of opinion mining lased on unsupervised learning is challenging, becsailabel
information is not available. The proposed framewok uses topological unsupervised learning and
hierarchical clustering, each cluster being assodied to a prototype and a weight vector, reflectingthe
relevance of the data belonging to each cluster. €hproposed framework requires simple computational
techniques and is based on the double local weighgi self-organizing map (dlw-SOM) model and
Hierarchical Clustering.

The proposed framework has been used on a real datt issued from the tweets collected during the 221
French election campaign.

Index Terms— emotions mining, clustering, twitter, topologicallearning, feature weighting

others opinions. In the real world, businesses and
organizations always want to know more about thiglipu
[. INTRODUCTION opinions about their products and services in otoéretter
Opinion Mining is a recent research field in scieticat Organize their offers. The opinions are also imgartfor
combines informational retrieval and computationathe individual consumers what want to know the mpia
linguistics. This field is an emerging problem imtal ©Of other users about a product before purchasingrit
mining and only some work on this subject can haébin about a discussion before to make a conclusiona In
the literature, especially using unsupervised nraehi political election, the individuals can be alsoengisted in
learning techniques. the others opinions about political candidates teefo
In recent years, there is a growing interest inrisga Making a voting decision [1; 2 ; 3].
personal opinions on the Web, such as product wesyie ~ With the explosive growth of social media (e.gvieevs,
photos, videos, economic analysis, political pads, This forum discussions, blogs, micro-blogs, Twitter, coemts,
information can be found in discussion forums, tsge and postings in social network sites) on the Web,
social networks, etc. These opinions cannot onlip heindividuals and organizations are increasingly gsthe
independent users make decisions, but also obirable content in these media for decision-making.
feedbacks. The opinion mining research field, idirig In this paper, we focus on sentiments retrievalpseh
sentiment classification, opinion extraction, opmi goal is to find a set of tweets containing not otihe
question answering, and opinion summarization, ate. Similar query keyword(s) but also the relevant eorst
receiving growing attention [1; 2; 3; 4; 5]. and to make an automatically characterization af th
Opinion retrieval from text data is very differems Opinions' groups (clusters).
classical informational retrieval approaches. Tgpic One of the challenges in this case is the reprasentof
sources are blogs that generally reflect persopalians, information needs for effective opinion retrieval.
forums that present group opinions and tweets dhtre In recent years, we have witnessed that opinionated
the messages are more shortly represented anaahesia  postings in social media have helped reshape [Bssse
became more difficult. Although web retrieval paypere and sway public sentiments and emotions, which have
attention to precision, opinion retrieval attachestra profoundly impacted on the social and political teyss.
importance to recall, since further sentiment nanielies Such postings have also mobilized masses for galiti
heavily on the coverage of the opinion collectidn€]. changes such as those happened in some Arab @suintri
Finally, the greatest challenge for opinion retalev 2011. It has thus become a necessity to collectsamdly
approaches lies in the difficulty in representihg user’'s opinions on the Web [1; 2; 6].

information need and to characterize the opiniaesig in In this work, we are interested in methods, whith at
an automatic way by detecting the relevant features automatically finding attitudes or opinions abopesific

Sentiments are central to almost all human actiwiti targets, in our case the opinions about the catefida
because they are key influencers of our behaviord012 French elections.
Whenever we need to make a decision, we want tevkno

200



8" International Conference on Microelectronics and Computer Science, Chisinau, Republic of Moldova, October 22-25, 2014

The rest of the paper is organized as follows: thiearning and opinion clustering and characteriratidote,

proposed framework for the opinion mining is preedrin
Section Il. We introduce the weighted topologierhing
in section 11.B after the Preprocessing step priesein
section IlLA. In Sections Ill, we present the vatidn of
the proposed approach on tweets data sets andly fihel
paper ends with a conclusion and some future wiorkdhe
proposed framework.

[I. OPINIONMINING

Data Clustering is the main task of knowledge discy
in databases [14; 15]. It aims to group a set ¢éaib in
such a way that objects in the same group (callestear)
are more similar (in some sense or another) to etoér
than to those in other groups (clusters).

from the text can be categorized into two main geou

lexicon-based and classification-based.

The lexicon-based approaches uses a manually
automatically built list of subjective words, suak "good'

and like', and assumes that the presence of thesss in
a document (tweet)

document [1; 3; 5].

The classification-based approaches imply the fiskeeo
word occurrence and sometimes-linguistic featurad a

build a classifier based on positive (opinionatedjd

that all these steps are linked and cannot be seyearately
for this problem.

A. Preprocessing

For the preprocessing step, we, firstly start byodating
the tweets using a morphosyntactic tag that allmwassign
to each term of a tweet a part of speech (POS)3af].
Then, the principle of Bag of Words is used in orte
create a bag of words from the tweets by extractirg
words (terms) from each tweet (document).

And, the last part of the preprocessing step isute of
the TF-IDF.

The TF-IDF weight (term frequency-inverse document
frequency) is a weight often used in text mining [Bhis

Iﬁ\ﬁeight criterion is a statistical measure usedvelieate the

importance of a term from a document in a corpuse T
importance increases proportionally to the numbieimees

& term appears in the document but is offset by the
frequency of the word in the respective collection.

is the evidence of document
opinionatedness. A term's opinion score can be used
different ways to assign an opinion score to theolesh

tf =—l—
L] M

where r) represents the number of occurrences of the
term { in the document;d

negative (non-opinionated) documents using Machine The Inverse Document Frequency (IDF) is a measure

Learning techniques.

that computes the importance of the termint the

Nevertheless, most of the early research in thea arrespective collection (corpus) which is obtained by
ignores the problem of retrieving documents thae accomputing the logarithm of the inverse of the pmioa of

related to the topic of the user's interest.

documents in the corresponding collection. The IBF

For this work, we propose to use the linguisti¢lefined as follows:

knowledge and the topological clustering in ordepbtain
clusters of opinions and to automatically charaotethe
opinions.

The figure 1 shows the proposed framework.

Opinion groups
Caracterization
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FIGUREL. THE PROPOSED FRAMEWORK

Topological Learning
and map Clustering

Incremental Learning & Cpinion change

|D|:i = |092$
d; :t,0d|
where |D| is the total number of documents presdeinte
the corpus, and;d: t x d represents the documents
containing the term.t
And, finally, the TF-IDF weight of a term is the
product of TF and IDF:

TF-IDF =Tk ; UIDF

B. Topological clustering

Data mining, or knowledge discovery in databases
(KDD), an evolving area in information technologyas
received much interest in recent studies. The dirdata
mining is to extract knowledge from data.

The data size can be measured in two dimensioms, th
size of features and the size of observations. Both

Also, the proposed approach can be used in incr@ieryimensions can take very high values, which carseau

way as the topological map can be updated usingdstav

(tweets) after the learning process.

problems during the exploration and analysis ofdhmset.
Models and tools are therefore required to prodesa for

In the next sections we describe the three stepd s improved understanding [14, 15].

the proposed framework: preprocessing,

topological
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Indeed, datasets with a large dimension (size atfifes)
display small differences between the most sindlad the
least similar data. In such cases it is thus véficdlt for a
learning algorithm to detect similarity variablést define
the clusters.

Topological learning is a recent direction in Mathi

algorithm with Wards criterion to avoid merging emp
cells. This procedure will allow us to avoid clustg
““cleaning” by eliminating the cells/clusters, @aihihave no
captured samples.

Agglomerative clustering starts with clusters, each of
which includes exactly one data point. A seriesmafrge

Learning, which aims to develop methods grounded aperations is then followed that eventually forcais

statistics to recover the topological invariantsenir the

objects into the same group. We can't apply theAHD

observed data points. Most of the existed topokldgicthe initial matrix because of the high computatidimae of
learning approaches are based on graph theoryaphgr this method.

based clustering methods.

The topological learning is one of the most known

technique, which allow clustering,
simultaneously. At the end of the topographic leaynthe

"similar" data will be collect in clusters, whiclorcespond
to the sets of similar observations. These clustars be
represented by more concise information than thdabr
listing of their patterns, such as their gravitynteg or

different statistical moments. As expected, thfsrimation

is easier to manipulate than the original data tgoifhe

neural networks based techniques are the most extlapt
topological learning as these approaches repredesady
a network (graph).

The models that interest us in this paper are thioae
could make at the same time the dimensionality céol
and clustering, i.e. using Self-Organizing Maps K§dor
dimensionality reduction and Hierarchical Clustgrito
cluster the map [8, 9, 17].

and visualizatio

I1l.  EXPERIMENTAL RESULTS

The work presented in this paper were tested oveats
dataset which were obtained as a part of the PBtofect5
(Political Opinion Mining) which aims to cope witihe
analysis of the evolution of French political commities
over Twitter during 2012 both in terms of relevaetms,
opinions, behaviors. 2012 is particularly importaor
French political communities dues the two main taes:
Presidential and Legislative. The 6th of May was final
Presidential election where F. Hollande has beented
and the legislative elections were finished one timafter
[16].

The algorithm diw-SOM allows us to obtain on theeson
hand, a two-dimensional projection data and ondatter
hand, a weighting of variables specific to eachae@f the
map. [17] have proposed to segment a topologicg bya

SOM models are often used for visualization angdompining the k-means algorithm and Davies-Bouldin

unsupervised topological clustering. Its allow prtjon in
small spaces that are generally two dimensional.fiite
several important research topics in cluster armalgsd
variable weighting in [11, 13].

In [10], the authors propose a probabilistic forisral for
variable selection in unsupervised learning
Expectation-Maximization (EM).

Grozavu et al.

index which allows to automatically determine time sof
the partition after segmentation. Indeed to usektheeans
to cluster the map, we applied the Hierarchicalsring
introduced in section 2, which allows us to obtsfable
results compared to k-means. We have applied this

usingdpproach on referents and on the weights.

We obtained a topological map containing 169 celhsl

proposed two local weighting;ppving the Hierarchical clustering on the map, we

unsupervised clustering algorithms (lwo-SOM and -wdgptained 3 clusters. Note that initially we clustbthe map

SOM) to categorize the unlabelled data and deterrthie
best feature weights within each cluster [7, 13].

from 2 to 10 clusters and we computed the Daviesldio
index [18] for each one in order to choose the best

Similar techniques, based on k-means and weightingstering result. The experiences show that thet be

have been developed by other researchers [7, 92113].

C. Hierarchical Clustering
Clustering algorithms are generally classified agifion

clustering and hierarchical clustering, based or tkch

properties of the generated clusters [17].

Partition clustering divides data samples into rglsi
partition, whereas a hierarchical clustering alidponi
groups data with a sequence of nested patrtitions.

There are two types of the hierarchical clustering
methods: agglomerative approach and divide approach

Divide hierarchical clustering method starts frorolaster,
which contains all the data, and divide this clusiatil
obtaining the desired clusters. Contrarily, aggloatiee
hierarchical clustering method starts framclusters i
data) and will merge these clusters until obtairanguster
containing the whole data.

clustering results is obtaining using 3 clusterB (Bdex =
0.41).

The DB index [18] is an internal index between two
lusters and it's computing as follows: A simikamteasure

ij between the clusters; @nd G is defined based on a
measure of dispersion of a cluster, et 3, and a
dissimilarity measure between two clustefs @The R
index is defined to satisfy the following condition

® Rij >0

. Rij = Ri
sifss=0ands=0thenR=0

« ifs;>scand ¢ =dxthen B > Ry
s ifsj=sand g <dcthen R > Ry

So, these conditions impose tq ® be a non-negative
and symmetric. To satisfy the above-mentioned ¢,

For this work we used the Hierarchical Clusteringve have:
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